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Abstract

In this work we generalize, improve, and extensively assess our semantic source code search engine through which developers use an input/output query model to specify what behavior they want instead of how it may be implemented. Under this approach a code repository contains programs encoded as constraints and an SMT solver finds encoded programs that match an input/output query. The search engine returns a list of source code snippets that match the specification.

The initial instantiation of this approach showed potential but was limited. It only encoded single-path programs, reported just complete matches, did not rank the results, and was only partly assessed. In this work, we explore the use of symbolic execution to address some of these technical shortcomings. We implemented a tool, Satsy, that uses symbolic execution to encode multi-path programs as constraints and a novel ranking algorithm based on the strength of the match between an input/output query and the program paths traversed by symbolic execution. An assessment about the relevance of Satsy’s results versus other search engines, Merobase and Google, on eight novice-level programming tasks gathered from StackOverflow, using the opinions of 30 study participants, reveals that Satsy often out-performs the competition in terms of precision, and that matches are found in seconds.
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1. Introduction

Programmers frequently search for code when performing programming tasks (Sim et al., 2011; Stolee et al., 2014). The search approaches vary across several dimensions, including the scope of the search (from local to web-scale repositories), the purpose of the search (from learning to reuse), or the search tool (from general search engines to code specific search engine). Yet one aspect that most search approaches share is the use of keywords in the query to perform a search. To illustrate, a keyword query could be a description of a programming task, such as remove the file extension from a file name in Java. The search engine then traverses an indexed repository of programs in an attempt to find a syntactic match to the keywords. In previous work, we defined a semantic approach to code search that takes an input/output query model and retrieves code from a repository that behaves as specified, using a constraint solver to identify search results (Stolee and Elbaum, 2012; Stolee et al., 2014) (illustrated as part of Fig. 7). The approach’s value resides in enabling a different type of search where users search for what they want without knowing how it may have been implemented. Using the same programming task as an example, this query model would let the programmer specify an input, such as “file.txt”, and an output, “file”. A naïve semantic approach would attempt to execute programs with those inputs and outputs to find a match, but it would fail if the signatures differ or if there is only a partial match (a program that provides extra behavior or is missing some behavior). Instead, to enable a broader use of such queries, our approach performs a program indexing that considers the program’s semantics. This indexing is done by transforming code snippets into constraints; at search time, to find a match an SMT solver is used to check for satisfiability between a program constraints and the input/output query. As previously proposed (Stolee et al., 2014), the approach was able to encode single-path programs with string, integer, character and boolean data types, return all code snippets that completely matched a specification, and its potential was illustrated through its application to three language subsets (SQL Select, Yahoo! Pipes, and Java Strings). The assessment showed that it was a feasible alternative to keyword based searches, especially when the precision of the results was a priority.

In this work, we use the program characterization produced by symbolic execution to significantly extend the previous search work in two dimensions. First, we generalize the encoding to include...
multi-path, non-looping programs by integrating symbolic execution into the indexing phase of the code search approach. During indexing, each code snippet is executed symbolically and the path conditions at the leaves of the symbolic execution tree are collected; the set of path conditions represents the potential behaviors for the program. Then, during a search, programs are identified as matches when at least part of a specification matches at least one path in a program (leading to partial matches).

Second, we use the output from symbolic execution to rank the search results based on the strength of a match between an input/output specification and a source code snippet. To prioritize the matches, the ranking algorithm analyzes the level of correspondence between the input/output queries and the traversed program paths. We have defined various levels of matching between a specification and a program, including a full match, an under match in which the program is missing some behavior in the specification, and an over match in which the program contains extra behavior.

In addition to the technical extensions, in this paper we also perform an extensive evaluation of the approach implemented in a tool we call Satsy. In the context of Java programs, we compare Satsy with Google (which has been shown to be the state-of-the-practice code search tool (Sim et al., 2011; Stolee et al., 2014)) and a source code search engine, Merobase. The study includes eight novice-level programming problems posed on stackoverflow.com primarily related to string manipulation, which has been found to be medium difficulty for novice Java programmers (Milne and Rowe, 2002). For each programming task, queries were issued to each search approach. The study shows that, based on an evaluation by 30 programmers, Satsy is on average more effective than Google, and significantly more effective than Merobase. As part of the study we also evaluate Satsy’s performance and began to investigate the impact of the specification size on the results. The results also indicate that the ranking algorithm has a profound impact on the relevance of Satsy’s results, a larger repository could really improve the number of matches, and the approach does well when specifications contain 3–4 input/output examples.

Even considering the current limitations in scalability for symbolic execution, the code search context provides a compelling application for this powerful technique. First, performance is not a concern as indexing happens offline. Second, the target code fragments can be rather small, which is where symbolic execution excels. Last, just like when supporting test case generation, even if symbolic execution fails to complete it can still collect partial program encodings to enable search albeit with less precision.

The contributions of this work are:

- Generalization of our semantic search technique and matching criteria to consider multi-path programs through the use of symbolic execution and partial matches.
- The first semantic ranking algorithm for source code search results based on the strength of a match between a specification and the program paths.
- Evaluation with human participants showing that Satsy often outperforms Google, and that both are better than a code search specific search engine, Merobase, when searching for solutions to novice-level programming tasks.
- Evaluations measuring Satsy’s performance and illustrating the impact of the number of input/output examples on result relevance.

2. Motivation and overview

In this section, we motivate the general search approach of using input/output examples and a constraint solver for search. Then, we present the need for the particular contributions of this work, specifically the need for multi-path program encoding, provide intuition for how to generate such encodings through symbolic execution, and illustrate how this creates an opportunity to use the strength of a match between specification and program in a ranking algorithm.

2.1. Limitations with keyword-based search and testing

The search approach we propose in this work is based on the use of input/output queries and a constraint solver to identify programs. This is specifically in contrast to previous work that has focused on keyword-based approaches (e.g., Bajracharya et al., 2006; Grechankin et al., 2010; Inoue et al., 2003; McMillan et al., 2011) or testing-based approaches (e.g., Lemos et al., 2007; Podgurski and Pierce, 1993; Reiss, 2009, details in Section 8). Keyword-based approaches to code search generally require users to formulate text that describes their needs, and then match that textual query to the text contained in source code or related documentation. Thus, the success of the search is generally dependent on the users’ abilities to select words that may have been used (or are similar to) words that exist in a program that performs the desired task. This process may require several reformations of the query (Fischer et al., 1991; Haiduc et al., 2013), and motivates the exploration of behavior-based approaches.

Testing-based approaches to code search find code based on behavior and work well when the signature of the specification matches the signature of a code snippet. However, when the specification contains too much information, or does not contain enough information to exactly fit a snippet’s signature, such approaches fall short.

To illustrate, consider the problem of determining if one string contains another, case insensitive (this question is similar to one posed by a real developer on stackoverflow.com and is used in our study – question 1 in Table 3). The keyword query to Google formed by one of the study participants, “String contains String Java”, returns over 1.5 million results. Four of the top five results provide a case-sensitive, rather than case-insensitive, solution. For this example, it may take clicks on several results and ultimately query refinement to learn that one needs to specify, “case insensitive” to get better results.

An enriched, hybrid search approach matches code based on keywords and type signatures. This is allowed by the search engine, Merobase. For instance, the query, boolean substr(String, String), representing the type signature of the desired method, was generated by one of the study participants. It returns results like the following:

```java
public boolean validatePassword(String inputPassword, String password) {
    if (inputPassword.equals(password)) {
        return true;
    } else {
        return false;
    }
}
```

Clearly, this result does not capture the concept of searching for a substring, even if the type signature is the same as the desired method.

In our approach, the programmer would specify input/output pairs for the desired code, illustrating how the code should behave. For this programming task, an example lightweight specification, LS, is shown in Fig. 1. Two input/output pairs form the specification (inputs and outputs are quoted and separated by brackets), $I_{sa}$ and $I_{sb}$.

and each contains two input strings and a boolean output, specifying examples of the desired behavior. For example, “PHA” is a case-insensitive substring of “alpha”, so a relevant function should return true.

Also consider the relevant code snippet in Fig. 2. Both specifications, \( ls_2 \) and \( ls_3 \), are matched by the code in Fig. 2 (i.e., where “PHA” \( \mapsto \) str and “alpha” \( \mapsto \) reserved for \( ls_2 \), and where “bet” \( \mapsto \) str and “beta” \( \mapsto \) reserved for \( ls_3 \)). However, the specification provides two input values whereas there is only one argument to the method in Fig. 2. Thus, the method cannot be executed; in order to identify this code as a match, the field reserved must be set to the first input value, so a testing approach may not be appropriate with this method in isolation. For the purposes of a testing approach, a simple analysis may suffice to reveal that that is the case for this example, but more sophisticated and expensive analyses and mocking would be needed to generalize such an approach.

The other case in which a testing approach is not appropriate is when the specification does not provide enough information. Consider the same problem of matching strings case insensitive, the specification in Fig. 1, and the source code in Fig. 3. Here, the method matches the specification for \( ls_2 \) when “beta” \( \mapsto \) stringToSearch and “bet” \( \mapsto \) str. The variable, fromIndex, is not mapped to the specification. Without a value for the argument, a testing approach would not be able to consider this somewhat relevant method as a viable candidate for results. However, when using the solver, the value for fromIndex is merely constrained to be greater than zero (a requirement of the lastIndexOf method), and is set to 0 in the satisfiable model identified by the solver for \( ls_2 \). Thus, even with too little information in the specification, this method is found relevant by our approach.

2.2. Beyond single source line matches

Imagine that a programmer wants to find code to remove the file extension from a file name (this question was posed by a real developer on stackoverflow.com \(^2\) and is used in our study – question 4 in Table 3).

An example lightweight specification generated by one of our study participants is shown in Fig. 4. The three input/output pairs, \( ls_1 \), \( ls_2 \), and \( ls_3 \), define values for an input string and a trimmed output string.

Now consider a source code repository that includes the stripExtension method shown in Fig. 5.

Our previous approach (Stolee et al., 2014) only supported the matching of single-line snippets of source code. Using that approach, the code in Fig. 5 would have been split into five independent code snippets for lines 2, 4, 6, 8, and 10, none of which provides an adequate solution to the query.

The previous approach would encode each single-line snippet as a constraint. For instance, line 8 would be encoded as \( R = S \cdot \text{sub}(0, \varepsilon) \) where sub denotes the substring function. Here \( R \) stands for the computed result – the return – and \( S \) and \( \varepsilon \) for input values \( \text{stripFile} \) and extension. The latter variables are free in the formulae describing program behavior to reflect the fact that no assumption is made about the input values.

At search time, these five snippets would be candidates for matching against the specification \( LS \). Finding a match consists of checking for satisfiability of each snippet constraint set conjoint with a constraint encoding each element of the specification. For line 8 and \( ls_1 \), the resulting formula, \( R = S \cdot \text{sub}(0, \varepsilon) \land R = "log" \land S = "log.txt" \), is satisfiable, when \( \varepsilon \mapsto 3 \) and thus \( ls_1 \) would match line 8. Similarly \( ls_2 \) and \( ls_3 \) would match line 8, when \( \varepsilon \mapsto 7 \) and \( \varepsilon \mapsto 3 \), respectively. Consequently line 8 would match for any single specification \( ls_2 \), but it would not be a match for the whole \( LS \) since the matching criteria requires that the value for any free variables, such as \( \varepsilon \), be the same among all input/output pairs in a specification. That is, the code cannot be tweaked to satisfy all the input/output pairs simultaneously. Line 6 would not be judged as a match for the same reasons, lines 2 and 4 would not match since they produce integer outcomes, and line 10 would fail to match \( ls_1 \) and \( ls_2 \).

This single-line encoding has the advantage of simplicity and it can still match non-trivial snippets of code (e.g., compositions of string function calls). However, its value is limited by the inability to account for intermediate computation and non-trivial control flow.

2.3. Generalizing program matches

In this paper, we generalize the process of encoding programs by using symbolic execution (Clarke, 1976; Clarke and Richardson, 1985; King, 1976) to capture the behavior of all paths in a method. Fig. 6 depicts the symbolic execution tree for the code in Fig. 5. Each node in the tree corresponds to a branch in the program’s execution where the right child denotes the true outcome and the left the false outcome. The dereference of \( \text{scriptFile} \) is an implicit branch, since a null value leads to throwing a \text{NullPointerException}; the remaining branches are all explicit in the source code.

In the symbolic execution of a method, the input values, (e.g., parameter \( \text{scriptFile} \)), are assigned free-variables, (e.g., \( S \) in
For each branch outcome, a symbolic expression that encodes the path condition (PC) – must be satisfiable.

Along a path, assignment statements may set the value of variables that serve as outputs of a code fragment (e.g., return values, side-effected fields). We capture these effect constraints along with the PC. For instance on the leftmost path in Fig. 6 the return statement produces the effect constraint \( R = S \).

To find a match with an input/output example, for each feasible path captured during symbolic execution, we conjoin the PC, the effect constraints, and a constraint encoding the binding of individual input/output pairs, and then check for satisfiability. Fig. 6 gives the set of satisfiable input/output pairs from \( LS \) for each path at every leaf node after the “.”. For example, the leftmost path in the tree, corresponding to the return statement on line 10, has a PC of \( \neg(S = \text{null}) \land \neg(S \text{last}('.') > 0) \) and effects of \( R = S \). For \( I_3 \) we conjoin \( S = \text{"log\"} \land R = \text{"log\"} \) and the result is satisfiable. Similarly we determine that \( I_1 \) and \( I_2 \) satisfy the constraints associated with the return at line 8.

Unlike the previous approach, a Java method here is represented as a set of paths, characterized as constraints, generated using symbolic execution. This allows the matching of larger, more complex snippets with multiple paths.

### 2.4. Matching levels and ranking

In the example described above, each \( I \in LS \) is matched to some path in \( \text{stripExtension} \); thus, this method may be a relevant search result. The path leading to the return on line 6, the lowest and rightmost branch in the symbolic execution tree, is unsatisfiable when combined with any \( I \) from the example. Thus, there exists a path in Fig. 5 that is not exercised by any of the input/output pairs in Fig. 4. While \( \text{stripExtension} \) is a match for \( LS \), it over matches the specification by providing extra behavior that is unnecessary according to the specification.

If we were to strengthen \( LS \) by adding the input/output pair \( I_4 \) = \{("\text{ftp}://\text{path/abc.tex}\", \{"abc\}\)} then \( \text{stripExtension} \) would be judged a full match since \( I_4 \) is satisfiable on the path leading to line 6, and then all paths and all input/output pairs would be matched.

Further strengthening \( LS \) by adding the input/output pair \( I_5 \) = \{("\text{ftp}://\text{path/abc.txt}\", \{"abc\}\)} would result in \( \text{stripExtension} \) being judged an under match since there is no path on which \( I_5 \) is satisfiable, and thus the behavior of the method is less than what the specification states.

---

**Fig. 6.** Symbolic execution tree for Fig. 5.

**Fig. 7.** Satsy and approach overview (new components are grayed, query matching is performed offline, repository encoding offline).
3.2. Indexing: from code to constraints

Source code is indexed by symbolically executing code and collecting constraints that represent the semantics, as illustrated in Section 2. The encoding process takes a collected set of independent programs \( \text{RepP} = \{P_1, P_2, \ldots, P_n\} \) and transforms it into a collection of independently-encoded programs, \( \text{RepPenc} = \{\text{RepP}_{1\text{enc}}, \text{RepP}_{2\text{enc}}, \ldots, \text{RepP}_{n\text{enc}}\} \). At a high level, each encoded program \( \text{Penc} \) is represented as a disjunction of its paths, and each path is represented in conjunctive normal form.

Since the specification model requires concrete input and output values, each will exercise a single path, as illustrated with the examples in Section 2. For each program \( P \in \text{RepP} \), a symbolic execution engine traverses the paths in \( P \) so each can be encoded separately. We define \( \text{Q} = \{q_1, q_2, \ldots, q_n\} \) as the \( m \) paths in \( P \), and \( \text{Q} \) as the set of paths computed by symbolic execution and retained by our encoding. For those paths where symbolic execution fails, we can backtrack and continue gathering information for other paths, leading to a partial description of the program. We currently filter out paths that end in an exception state since we conjecture developers almost exclusively search for positive examples of behavior, but this conjecture requires more study.

To illustrate, consider again the method from Fig. 5 whose symbolic execution tree is shown in Fig. 6. The process of symbolic execution records symbolic expressions for intermediate program variables in terms of the free input variables, e.g., \( S \). For instance, the assignment on line 2 sets the value of \( \text{extension} \) to be \( S \cdot \text{last} \). This allows subsequent references to variables along a path to express branch constraints in terms of symbolic expressions in order to construct a PC. In this example the true outcome of the branch at line 3 generates the constraint \( \lnot S \cdot \text{last} > 0 \). Continuing along this path to the return at line 8, results in setting the value of \( \text{start} \) to \( S \cdot \text{idk} + 1 \). At line 4, and then taking the false branch outcome at line 5, which contributes \( S \cdot \text{idk} + 1 \leq 0 \) to the PC.

At a leaf in the tree there are two distinct sources of information, the PC and the effects – expressed as equality constraints on output variables. The PC defines the constraints on input values that cause the program path to execute, and the effects define the computed results. Along this path ending at line 8, the PC is: \( (S = \text{null}) \land (S \cdot \text{last} > 0) \land (S \cdot \text{idk} + 1 \leq 0) \) and the symbolic expression is \( S \cdot \text{sub} (\text{null}, S \cdot \text{last}) \) which is equated to the return value \( R \). While not present in this example, variables can, of course, be assigned multiple times along a path. To record such updates, we simply create a new version of the assigned variable and use it subsequently. This produces what amounts to a static single assignment encoding of the path.

The tree in Fig. 6 has four paths. The first three, from left to right \( q_1, q_2, \) and \( q_3 \), encode the non-behavioral exception of the method. For each such path our approach produces a path encoding as described above. Fig. 8 shows the path encoding resulting from this process for the second path ending at line 8 in the source code; since \( \text{scriptFile} \) is declared but never defined it is interpreted as a free input variable. Note how the encoding includes two sources of information, the path condition (lines 5 and 7) and the equality constraints (lines 4, 6, and 8). The fourth path, \( q_4 \), ends with a throw of a NullPointerException and is filtered out. Here, \( \text{Q} = \{q_1, q_2, q_3\} \) and \( \text{Q} \setminus \text{Q} = \{q_4\} \).

In the end, an encoded program \( \text{Penc} \) is a set of its encoded paths, where each path is represented in conjunctive normal form, \( C_q = (C_{q_1} \land C_{q_2} \land \ldots) \). Encoding is performed for every path to create an encoded representation of \( P \) as a disjunction of its paths. In the example, \( \text{Penc} = \{C_{q_1} \lor C_{q_2} \lor C_{q_3}\} \).

3.3. Matching code to specifications

To support the search for programs with multiple paths, the constraint solver must be invoked on each path in a program, rather than each program as a whole (Stoole et al., 2014), to determine if the program matches a specification. The SMT solver returns three possible results, \( \text{sat}, \text{unsat}, \) or \( \text{unknown} \). We say a path \( q \) satisfies a specification \( s \) if \( \text{Solve}(C_q \land C_s) = \text{sat} \).

To find matches in a repository, the approach first checks for type compatibility between the path \( q \) and the specification \( s \). We define a type signature for an input/output pair \( q \) as \( \text{TSl} \). This is derived by replacing the concrete values in \( l \) by their types. For example, \( \text{TSl} \) for Fig. 4 is represented as \( (\text{String}, \text{String}) \). The type signature for a path \( q \), \( \text{TSl} \), is based on the parameters and return values for the method. The type signature for path \( q_3 \) in Fig. 8 is the same as for \( q_3 \). To match code to a specification, it is required that \( \text{TSl} \supseteq \text{TSl} \). When \( \text{TSl} \supseteq \text{TSl} \), there exist extra parameters in \( q \) that are not specified in \( s \), such as the type signature \( ([\text{String}, \text{int}, \text{String}], \text{boolean}) \) from the code in Fig. 3 compared to \( \text{TSl} \supseteq ([\text{String}, \text{String}], \text{boolean}) \) from Fig. 1. Any extra parameters are left symbolic and the solver attempts to find a value for each such that \( s \) is satisfied. Allowing the super-set relationship in type matching is a form of relaxed search. Such relaxation highlights the solver’s advantage over concretely executing the code with the input/output, since matches can be found when the specification is incomplete in terms of the type signatures for the code.

The approach invokes the solver with \( \text{Solve}(C_q \land C_s) \) for every \( C_q \in \text{Penc} \) such that \( \text{TSl} \supseteq \text{TSl} \) and for every \( \text{Penc} \in \text{RepPenc} \). When a specification contains multiple input/output pairs (i.e., \( k > 1 \)), each pair is checked separately. A match is identified if at least one path \( q \) satisfies at least one input/output pair \( s \) is \( s \). For the following definitions, we assume type matching between \( s \) and \( q \).

**Definition 1.** A program \( P \) is a match for \( s \) if

\[ \exists q \in \text{Q} \setminus \text{Q} \exists s \in s : \text{Solve}(C_q \land C_s) = \text{sat} \]

The strength of a match is defined by how well a program \( P \) satisfies a specification \( s \). We define two properties to help describe the relationship between \( P \) and \( s \). The first, \( \text{Qsat} \), identifies the set of paths \( q \) in a program \( s \) such that at least one \( q \) satisfies \( s \).

**Definition 2.** \( \text{Qsat} \)

\[ = \{q \in \text{Q} \setminus \text{Q} \exists s \in s : \text{Solve}(C_q \land C_s) = \text{sat} \} \]

The second property, \( \text{Lsat} \), identifies the set of input/output pairs \( s \) such that at least one path \( q \) satisfies \( s \).

**Definition 3.** \( \text{Lsat} \)

\[ = \{s \in s | \exists q \in \text{Q} \setminus \text{Q} : \text{Solve}(C_q \land C_s) = \text{sat} \} \]

3.4. Ranking results

Rather than string matching, structural properties, popularity, or usage information (Bajracharya et al., 2006; Holmes et al., 2006; Inoue et al., 2003; McMillan et al., 2011), the ranking approach we...
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propose considers the strength of a match between a specification and a program when returning search results. The strength of the match is calculated using $QP$, as it represents the paths we have access to and can handle.

For a program $P$ and a specification $LS$, when $LS = LS_{sat}$, all $ls \in LS$ have a match in $P$. When $QP = Qsat$, all paths captured in $P$ are covered by $LS$. In Section 2 we illustrated two partial matching conditions, an over match and an under match, to describe when a program $P$ contains more or less behavior compared to $LS$.

**Definition 4.** $P$ over matches $LS$ when:

$$\exists q \in QP, \forall ls \in LS : \neg (\text{Solve}(C_q \cap C_{ls}) = \text{sat})$$

The example in Fig. 5 has extra behavior compared to the specification in Fig. 4 since the third path $q_3$ matches none of the $ls \in LS$. In this way, $P$ is an over match for $LS$. The extra behavior may be irrelevant, or it might be desirable if the developer missed part of the specification. This example also illustrates the fact that specifications can contain redundancy, since both $ls_1$ and $ls_2$ return sat for $q_2$.

The relationship between $LS$ and $LS_{sat}$ can identify an instance of a under match:

**Definition 5.** $P$ under matches $LS$ when:

$$\exists ls \in LS, \forall q \in QP : \neg (\text{Solve}(C_q \cap C_{ls}) = \text{sat})$$

As discussed earlier, considering $LS$ in Fig. 4 and $ls_4$ and $ls_5$ from Section 2.4, the method in Fig. 5 matches only part of the specification. Hypothetically, if $QP \subseteq QP$, the unmatched $ls \in LS$ may be satisfied by a path $q \in QP \setminus QP$. When possible, executing the program given the unmatched specification could provide more information on the completeness of $P$ with respect to $LS$.

Table 1 presents a matrix with property relationships that can be used to rank programs at a high level. If either $|Qsat| = \emptyset$ or $|LS_{sat}| = \emptyset$, $P$ is not a result and thus is not part of the ranking. In the former case, this means none of the program was matched; in the latter, none of the specification was satisfied. If $LS_{sat} = LS$ and $Qsat = QP$, $P$ is a full match. When $Qsat = QP$ and $LS_{sat} \subset LS$, $P$ is an under match as all paths are matched but only part of $LS$ contributed to the match. When $LS_{sat} = LS$ and $Qsat \subset QP$, $P$ is an over match as it contains additional behavior not explored by $LS$, but all of $LS$ was matched. The final condition is a splintered match, which happens when $Qsat \subset QP \land LS_{sat} \subset LS$, so only part of $P$ is matched by only part of $LS$. As explained in Section 2.4, our best ranking algorithm considers over matches followed by full matches (see Section 4.3).

### 4. Implementation

Satsy is a source code search engine that has implemented semantic search using input/output queries on multi-path programs with ranking, as illustrated in Fig. 7. Satsy is a Java application that runs on a standard desktop and interacts with a MySQL database containing the repository data. Compared to the previous version (Stolee et al., 2014), the primary additions described in this work are in bold, gray boxes (i.e., Symbolic Execution and Ranking in Fig. 7). Here, we describe the implementation details for Satsy.

#### 4.1. Transforming source code with SPF

The repository of programs $RepP$ (Fig. 7) is encoded to form $RepP_{Enc}$. This encoding process is akin to indexing and happens offline; it does not impact the run-time of the search, thus the performance of symbolic execution does not impact the search performance. Regardless, it is efficient. For our study (Section 5), encoding 1000 programs takes approximately 4 min.

All programs $P \in RepP$ contain only constructs supported by a subset of the Java language covering conditionals, assignments, return statements, and boolean, integer, character, and string expressions including most of the `java.lang.String` API. Compared to the previous implementation (Stolee et al., 2014), this Satsy-supported subset of the Java grammar has the addition of predicates, conjunction and disjunction, relational expressions, multiplicative, additive, and modulo expressions, and additional String API functions: `equalsIgnoreCase`, `toLowerCase`, `toUpperCase`, `replace`, and `trim`. A full grammar specification for the Satsy-supported Java grammar is available [(Stolee, 2013) Fig. 6.3]. Loops and non-library method calls can be encoded by symbolic execution, e.g., by unrolling loops and inlining methods. In this work, we explore the cost-effectiveness of Satsy in a setting where symbolic execution can produce nearly complete characterizations of code, i.e., where $QP \setminus QP$ is small. This led us to consider code that is free of loops and method calls.

Code snippets that Satsy can encode are removed from their original implementation and considered independently. That is, if a class has only one method that conforms to the Satsy-supported grammar, we keep that method and throw away the rest. If a field value is accessed, we declare it within the method. Methods that contain a conditional, conjunction, or disjunction are processed as multi-path programs using symbolic execution, as described in Section 3.2. This is done using a listener attached to SPF (JPF, 2012; Khurshid et al., 2003). The basic process involves two steps. First, Satsy writes a SPF driver to invoke the method under evaluation, since SPF can only analyze executable code and the methods are removed from their original implementation. Second, the listener is attached and traverses the paths in the method, recording path conditions and the executed statements along those paths, as illustrated in Section 2.3. The output from the listener is a set of paths $QP$ for each program $P$.

Next, each path is encoded using constraints. This is done using a set of transformation rules that map program constructs onto constraints in SMT-LIB2 (SMT-LIB, 2012) format assuming the availability of the UFNIAX: Non-linear integer arithmetic with uninterpreted sort and function symbols theory in the SMT solver. These constraints are stored with the original method in a constraint database, forming $RepP_{Enc}$.

#### 4.2. Matching with Z3

Given $LS$ from a programmer, Satsy first encodes the specification, forming $C_{ls}$. For each $C_{ls} \in C_{ls}$, Satsy joins the encoded specification with each path with a type signature match compared to the specification (i.e., $TS_q \geq TS_q$) and invokes the Z3 SMT solver (Z3, 2011). The joining process involves mapping each of the inputs and outputs in each $ls$ to the symbolic variables in the path $q$. When there are multiple inputs with the same data type and multiple free variables, all possible permutations of the mapping are considered. For example, given the specification in Fig. 3, both inputs are of type string. For the code snippet in Fig. 2, there are two free string variables, $str$ and reserved. Thus, the joining process will create two possible mappings, either $(l_0 \mapsto \text{str} \land l_1 \mapsto \text{reserved}) \lor (l_0 \mapsto \text{reserved} \land l_1 \mapsto \text{str})$. It is the solver’s decision which mapping will lead to a satisfiable result.
Performance information about the matching process can be found in Section 6.2.

As a sanity check during the matching phase, the executable snippets could be run against the specifications, as discussed in Section 2.1. However, as with the example described in Section 2.1, not all snippets matched with Z3 would also be matched through execution; this information may prove useful in future refinements of the ranking algorithm as executing matches may be preferred.

4.3. Ranking results

Satsy provides ranking algorithms with access to the matching information in Table 2, a refinement of what was presented in the quadrants of Table 1. The first refinement considers how saturated a program is by LS, as a finer-grain ranking consideration. If $|LS_{sat}| > |Qsat|$, at least one of the matched paths is covered by two or more $ls \in LS_{sat}$ and the program is saturated by the specification. On the other hand, if $|LS_{sat}| \leq |Qsat|$, each path is traversed by a single $ls$. Consider, for example, when $Qsat = QTS$ and $LS_{sat} = LS$ both hold (lower right cell of Table 2). In bucket (2) there exists a path in $P$ that is covered by multiple $ls \in LS$, so a program in bucket (2) is more saturated by LS than a program in bucket (1). The second refinement provides more granularity on the relationship between LS and $LS_{sat}$ in the columns. We point out that all single-path programs fall into the bottom row of Table 2 since $Qsat = QTS$ when $P$ is a match and has one path. If $|LS| = |LS_{sat}| = 1$, the right-most column was assumed since it conceptually maps to a full specification match.

**Satsy Round Robin (RR):** Our baseline algorithm uses a RoundRobin approach to select a snippet randomly from each bucket, and then repeat until all results are used. This is done first with that $TSQ = TSa$, and followed by a relaxed search where $TSQ \supset TSa$. The ordering of buckets is listed in Table 2. The idea is that a more saturated program better `fits' a specification influenced the ordering, so for example, bucket (2) appears before bucket (1).

**Satsy Ranked:** With the intuition that a programmer is likely to want their entire specification matched ($LS_{sat} = LS$), our Satsy Ranked algorithm uses only buckets (1)–(4) and requires $TSQ = TSa$. This intuition was built based on an initial study with Satsy RR and observing the precision of results. Unlike Satsy RR, here we use a greedy approach, grabbing the results from bucket (4) first, followed by bucket (2), and so forth.

5. Study

To evaluate Satsy, we designed and implemented an experiment to measure the relevance of search results from Satsy RR, a keyword-based search engine, Google, and a code-specific search engine, Merobase. After its completion, we replicated the study with Satsy Ranked. Our goal was to evaluate the research questions:

**RQ1:** How do search results from Satsy compare to those found using Google and using Merobase, in terms of relevance, from the perspective of a programmer?

**RQ2:** How quickly can Satsy find results when linearly searching the encoded repository?

**Table 2**

| $|LS_{sat}| = 1$ | $1 < |LS_{sat}| < |LS|$ | $LS_{sat} = LS$ |
|---------------|----------------|----------------|
| $Q_{sat}$ = (10) | (7) $|LS_{sat}| \leq |Q_{sat}|$ | (3) $|LS| \leq |Q_{sat}|$ |
| $\supset$ $QTS$ | (8) $|LS_{sat}| > |Q_{sat}|$ | (4) $|LS| > |Q_{sat}|$ |
| $Q_{sat}$ = (9) | (5) $LS_{sat} \mid \subseteq QTS$ | (1) $LS \mid \subseteq QTS$ |
| $\supset$ $QTS$ | (6) $|LS_{sat}| > |QTS|$ | (2) $|LS| > |QTS|$ |

Satsy Ranked: 4, 2, 1, 3.

Google was selected because it is the most common, and often effective, way in which programmers currently search for code (Sim et al., 2011; Stolee et al., 2014). Since Google was not specifically designed to search for source code, we also compare Satsy against Merobase, a code-specific search engine that has indexed over eight million Java components and allows programmers to search using the type signature of the desired code, which is the feature we explored in this evaluation.

5.1. Experimental design

An ideal evaluation of our search approach would involve issuing precisely the same queries to each search engine and for each search engine to retrieve results from the same repository. However, such a comparison is not possible as each search approach utilizes a different query format and we do not have access to their indexing and ranking algorithms. In our prior work (Stolee et al., 2014), we did a comparison of our search approach against Google using the same repository and found that our approach far outperformed Google in returning relevant results. Yet, we also recognize that Google was handicapped in that scenario since it did not have access to click data necessary for the PageRank algorithm (Page et al., 1999), thus treating Google as simply a textual search engine. To combat this bias, we have designed an experiment that uses queries in the formats required by each specific search engine and allows those search engines to return results from their own repositories using their own ranking algorithms. Fig. 9 depicts the workflow and the threats to validity are discussed in Section 7.3.

To obtain queries in each format while avoiding researcher bias, a group of human query generators evaluated each of several questions from stackoverflow.com and composed queries in each of three formats: keyword for Google, method signature for Merobase, and input/output for Satsy (Defining Tasks and Generating Queries in Fig. 9). Obtaining Search Results involved invoking each search approach with their respective queries and collecting the top 10 results. Then, each of the 10 results was evaluated by a human study participant for relevance (Assessing Relevance).

**Treatment structure:** Search queries were generated with respect to eight programming tasks or questions in a format dictated by the search approach. These form the two treatments that we manipulate in this experiment. The treatment structure is a 4 × 8 full factorial as every level of every factor is combined with every level of every other factor. The factors and their levels are:

A: Search approach (Google, Merobase, Satsy Round Robin, Satsy Ranked)

B: Question/programming task (8 questions)

**Metrics:** For RQ1, we use four precision metrics common in Information Retrieval: top-10 precision (P@10), normalized discounted cumulative gain (nDCG), mean average precision (MAP), the rank of the first false positive (FPR), and the mean reciprocal rank (MRR). Descriptions and definitions of the metrics follow:
<table>
<thead>
<tr>
<th>Q</th>
<th>Description</th>
<th>Sample LS</th>
<th>Snippets</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Check if one string contains another, case insensitive</td>
<td>(&quot;aBcD&quot;, &quot;cd&quot;), (true)</td>
<td>292</td>
</tr>
<tr>
<td>2</td>
<td>Capitalize the first letter of a string</td>
<td>(&quot;foo&quot;), (&quot;Foo&quot;)</td>
<td>2575</td>
</tr>
<tr>
<td>3</td>
<td>Determine if a number is positive</td>
<td>[2], [true]; ([−4], false))</td>
<td>820</td>
</tr>
<tr>
<td>4</td>
<td>Trim the file extension from a file name</td>
<td>(&quot;foo.txt&quot;), (&quot;foo&quot;)</td>
<td>2575</td>
</tr>
<tr>
<td>5</td>
<td>Trim the last character from a string</td>
<td>(&quot;admire&quot;), (&quot;admire&quot;)</td>
<td>2575</td>
</tr>
<tr>
<td>6</td>
<td>Turn a string into a char</td>
<td>(&quot;c&quot;), (&quot;C&quot;)</td>
<td>11</td>
</tr>
<tr>
<td>7</td>
<td>Determine if a character is numeric</td>
<td>(&quot;f&quot;), (true); (&quot;F&quot;), (false))</td>
<td>136</td>
</tr>
<tr>
<td>8</td>
<td>Check if one string is a rotation of another (a rotation is when the first part of a string is spliced off and tacked onto the end)</td>
<td>(&quot;stack&quot;, &quot;cksta&quot;), (true); (&quot;stack&quot;, &quot;stack&quot;) (false))</td>
<td>292</td>
</tr>
</tbody>
</table>

**P@10:** This metric represents the number of relevant documents among the top 10 search results for each query (or in some cases, the top n results when fewer than 10 are returned); it is a typical IR measure to assess the precision of search engine results (Craswell and Hawking, 2004). For each search query and each of the top 10 results, a study participant determined if it was relevant to the question, where relevance means the source code can be easily adapted to solve the problem. This is computed by:

\[
P@10 = \frac{\sum_{k=1}^{n} rel_k}{n}
\]

where \( n \) is the number of results (maximum 10) and \( rel_k \) is the relevance of the \( k \)-th result. Relevance in our study is either 1 for relevant of 0 for irrelevant.

**nDCG:** This metric is sensitive to the ranking of the results and penalizes relevant documents that appear lower in the search list. We begin by computing the discounted cumulative gain (DCG) as follows:

\[
DCG = rel_1 + \sum_{k=1}^{n} \frac{rel_k}{\log_2(k)}
\]

where \( k \) is the rank in the list and \( n \) is the number of results, maximum 10. Next, the results list is sorted so the relevant items appear first, forming the ideal ranking, and DCG is computed to create IDCG. The normalized metric is computed as follows:

\[
nDCG = \frac{DCG}{IDCG}
\]

**MAP:** Average precision is sensitive to the ranking and gives higher weight to relevant results appearing higher in the list. Average precision for a single query is computed as follows:

\[
AveP = \frac{\sum_{k=1}^{n} P(k) \times rel_k}{\text{number of relevant documents}}
\]

where \( P(k) \) is the precision of the list at some rank \( k \) in the list. For instance, if a list has two relevant documents that appear at ranks 1 and 3, then \( P(1) = 1.00 \) and \( P(3) = 0.67 \). The mean average precision is for a set of queries and is computed as follows:

\[
MAP = \frac{\sum_{q=1}^{Q} AveP(q)}{Q}
\]

For our study, \( Q = 3 \) since we evaluated the results of three different queries in each search approach for each programming task.

**f.f.p:** The rank of the first false positive shows how far down the list a person must look to find a poor result. If all results are relevant, a value of \( n + 1 \) was assigned, since only the top \( n \) results were evaluated.

**MRR:** The mean reciprocal rank measures the inverse of the rank of the first positive result. This is calculated as follows:

\[
MRR = \frac{\sum_{k=1}^{n} \frac{1}{rank_k}}{Q}
\]

where \( rank_k \) is the rank of the first relevant result. For example, if we have three queries where the first positive results appear at ranks 1, 2, and 4, \( MRR = \frac{1}{1} + \frac{1}{2} + \frac{1}{4} = 0.58 \).

With all metrics for R1, higher values are better.

For RQ2, we measure the time from search initiation with a given query until search completion (until the repository is exhaustively explored). When a result is found, we also compute the average time to find a result. For example, if it takes 100 s to find 15 results, the average time to find each result is 100/15 = 6.67 s.

### 5.2. Defining programming tasks

Based on the hypothesis that certain search approaches are better suited for certain types of problems, we selected a variety of questions to explore the approaches’ effectiveness under different contexts. To identify these questions, we performed a cursory manual analysis of 3500 [stackoverflow.com](http://stackoverflow.com) questions tagged with [java](https://stackoverflow.com/questions/tagged/java), ordered by popularity on April 16, 2013. Among the pool, we selected 13 questions that represent novice-level programming tasks and could be illustrated by input/output examples supported by our implementation (hence the narrow focus on string manipulation tasks), ignoring duplicates. In the end, eight questions were retained for the evaluation. These are the questions for which queries from human generators for Satsy Round Robin and Merobase returned at least 10 results; Google always returned 10 results, but since some results may not contain code, we ignore questions or queries that returned fewer than seven web pages with source code. The final set of questions, and sample LS, are shown in Table 3.

### 5.3. Generating queries

Twelve human query generators were used to generate queries that would be issued against each search engine in the context of the [stackoverflow.com](http://stackoverflow.com) questions. These generators were graduate students and staff in Computer Science and Engineering at UNL. The generators were given paper packets with a page for each question, in random order. The question was stated at the top, followed by a box for a descriptive (keyword) query, a type signature for the desired code (for Merobase), and input/output pairs for Satsy. For example, given Question 4 in Table 3, a keyword query created by a human generator was, “trim extension of a file name in java”, a type signature query was, removeExtension (String) : String; and an input/output query is shown in Fig. 4. Or, as illustrated in Section 2, given Question 1 in Table 3, a keyword query created by a human generator was, “java string contain substring case insensitive”, a type signature query was boolean contains(String, String), and an input/output query included the examples, ("food", "foo", [true]) and...
5.4. Obtaining search results

With each query to each search engine, code snippets from the top 10 search results were obtained, as follows.

Google: Each of the queries to Google returned millions of results. For each of the top 10 results, we clicked through to the webpage and grabbed the first code snippet (i.e., block, line, method). Sometimes, results would not be provided in Java, but in another language like PHP or C#, and those snippets were still collected and provided as a potential result (frequently, study participants found those relevant). When a webpage had no code, we ignored it and returned fewer than 10 results. This happened for 9% of webpages explored from the Google search results (i.e., 22 of 240), so the average results per query was 9.1. In those cases, the metrics are calculated over the number of returned results. The alternative would have been to look beyond the top 10 results, which would violate the assumptions of our chosen metric.

Merobase: When searching the Merobase website, we restricted the results to Java using a flag in the search options. If a query included a method name, Merobase first returned methods with the same name and type signature, and then methods with just the same type signature. For each of the top 10 results, we clicked on the files and copied the method with the matched signature.

Satsy: For Google and Merobase, repositories already exist so obtaining results was a matter of issuing queries. For Satsy, we had to build the repository to search over. To do so, we collected an initial repository of programs by first scraping 2952 projects tagged as .java from GitHub.com, a project hosting website. These projects were scraped on February 3, 2013, and represented about 10% of the total Java projects accessible through the website. We explored all the .java files, accounting for 197,473 files with over 700,000 methods. Of the files, 5506 contained at least one method Satsy could encode given its current supported Java semantics. We encoded 8430 methods in total with 9909 paths among the methods. Of the methods, 534 had multiple paths, with an average of 3.8 paths were captured per multi-path method. For example, with the method in Fig. 5, we captured three paths. Indexing this whole corpus took approximately 34 min. For each of the programming tasks in Table 3, we list the number of potentially matching snippets in the Snippets column when $T_{sn} = T_{sn}^*$.

To gather search results, for each question and each input/output query, we searched Satsy using the repository. Then, using the ranking algorithms described in Section 4.3, we put together the top 10 results that would be evaluated. In Satsy Ranked, there were cases when 10 results were not returned; this happened for 19 of the 24 queries, and the total results evaluated were 130. As with Google, when fewer than 10 results were available, the metrics were calculated out of the number of returned results. For example, in Q1 with Satsy Ranked, two queries returned 10 results and one query returned two results. Thus, only 22 snippets were evaluated for this question, and P@10 is computed over the returned results. As an example, Fig. 2 shows a code snippet result from a query to Satsy related to Q1; it was ranked third.

As a point of comparison against the previous approach (Stolee et al., 2014), five of the eight sample IS would have been unsupported. That is, the prior work required a single input and single output, both of type string; the prior work would only be able to handle questions 2, 4, and 5. The extensions to the specification model used in this work allow for the rest of the questions to be evaluated.

5.5. Assessing relevance of results

After collecting the code snippets for all the queries, calculating relq, which is required for all the precision metrics, involves human participants evaluating each search result for relevance. We performed two iterations of this study. In the first, results from Google, Merobase, and Satsy RR were used. Then, a replication was performed using just Satsy Ranked.

A basic task presents a participant with a programming task description and three code snippets. An example snippet is shown in Fig. 5, which was found by a query to Satsy related to Q4 in Table 3. Each code snippet is accompanied by two questions. The first asks if the code is relevant to the task (yes/no response), and the second asks for a justification (free response). In the first iteration, each basic task contained one code snippet from each search approach. The ordering of search approaches was randomized within each basic task. The query from which the search result came was randomized, as was the rank of the snippet within the search results. The participant was not made aware of the search engine used to obtain the code, the rank of the result, or the query used. In the second iteration, all three results came from Satsy Ranked.

To recruit participants we deployed the assessment of relevance on Amazon’s Mechanical Turk (Amazon Mechanical Turk, 2010). An experimental task is composed of eight basic tasks, with one from each question in Table 3. The ordering of basic tasks within an experimental task was randomized. Each experimental task is implemented as a human intelligence task, or HIT. For the first iteration, we created 30 HITs, so each search result from each query appeared exactly once.7 If fewer than 10 results were returned for a search approach, we inserted a dummy snippet that was not included in the results. For the second iteration, we created 10 HITs. When fewer than 10 results were returned for a query, we replicated the results randomly from within all queries for that question. Each HIT paid $3.25 and each participant could complete one HIT.

A prerequisite for participation was to pass a qualification test. This included four Java questions to ensure participants are reasonably competent with Java before participating. Participants spent an average of 55 min to complete a HIT, which includes any pauses and distractions.

6. Results

Here, we present the results for our research questions. All snippets and results from the Mechanical Turk study are available.8

6.1. RQ1: relevance assessment

We computed all four metrics for each of the three queries from every combination of search approach and question, using both rankings for Satsy. Averages for P@10 are shown in Table 4, for nDCG in Table 5, for MAP in Table 6, for f.f.p in Table 7, and for MRR in Table 8. The search approaches are in the columns (Google, Merobase, Satsy RR and Satsy Ranked), and questions in the rows. For a given question, the highest value is bolded. The final row reports the column averages.

For three metrics, P@10, nDCG, and f.f.p, Satsy Ranked outperforms the other search approaches overall. For the other metrics, MAP and MRR, Google outperforms the other search approaches overall.

---

8https://sites.google.com/site/semanticcodesearch/publications/generalizing-ranking/empirical-evaluation
Similarly \( f.f.p \) and MRR are dependent on the ranks of \( Q \), MAP and nDCG, yet one favors Satsy Ranked and the other favors Google. This is interesting as two of the metrics are sensitive to the rank of the top result for each query. For some queries, fewer than 10 results are returned. The total snippets, summed over the three queries, is represented by \( x \). By default, \( x = 30 \).

### Table 4

<table>
<thead>
<tr>
<th>( Q )</th>
<th>Google</th>
<th>Merobase</th>
<th>Satsy RR</th>
<th>Satsy Ranked</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.63</td>
<td>0.50</td>
<td>0.53</td>
<td>0.57 (22)</td>
</tr>
<tr>
<td>2</td>
<td>0.73 (28)</td>
<td>0.87</td>
<td>0.63</td>
<td>1.00 (16)</td>
</tr>
<tr>
<td>3</td>
<td>0.57 (26)</td>
<td>0.37</td>
<td>0.40</td>
<td>0.40 (25)</td>
</tr>
<tr>
<td>4</td>
<td>0.67 (25)</td>
<td>0.33</td>
<td>0.67</td>
<td>1.00 (19)</td>
</tr>
<tr>
<td>5</td>
<td>0.73</td>
<td>0.63</td>
<td>0.47</td>
<td>1.00 (10)</td>
</tr>
<tr>
<td>6</td>
<td>0.60 (27)</td>
<td>0.60</td>
<td>0.83</td>
<td>0.67</td>
</tr>
<tr>
<td>7</td>
<td>0.67 (26)</td>
<td>0.67</td>
<td>0.57</td>
<td>1.00 (2)</td>
</tr>
<tr>
<td>8</td>
<td>0.80 * (26)</td>
<td>0.13</td>
<td>0.27</td>
<td>0.67 (9)</td>
</tr>
<tr>
<td>Avg.</td>
<td>0.675</td>
<td>0.375</td>
<td>0.533</td>
<td>0.709</td>
</tr>
</tbody>
</table>

Notes: The bold values denote the highest value per row.

\( ^a \) The query from \( n \) user(s) returned 0 results.

\( ^b \) For some queries, fewer than 10 results are returned. The total snippets, summed over the three queries, is represented by \( x \). By default, \( x = 30 \).

### Table 5

<table>
<thead>
<tr>
<th>( Q )</th>
<th>Google</th>
<th>Merobase</th>
<th>Satsy RR</th>
<th>Satsy Ranked</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.86</td>
<td>0.81</td>
<td>0.82</td>
<td>0.87</td>
</tr>
<tr>
<td>2</td>
<td>0.90</td>
<td>0.49</td>
<td>0.81</td>
<td>1.00</td>
</tr>
<tr>
<td>3</td>
<td>0.77</td>
<td>0.58</td>
<td>0.70</td>
<td>0.81</td>
</tr>
<tr>
<td>4</td>
<td>0.99</td>
<td>0.64</td>
<td>0.87</td>
<td>1.00</td>
</tr>
<tr>
<td>5</td>
<td>0.91</td>
<td>0.91</td>
<td>0.69</td>
<td>1.00</td>
</tr>
<tr>
<td>6</td>
<td>0.75</td>
<td>0.80</td>
<td>0.96</td>
<td>0.74</td>
</tr>
<tr>
<td>7</td>
<td>0.91</td>
<td>0.51</td>
<td>0.67</td>
<td>1.00</td>
</tr>
<tr>
<td>8</td>
<td>0.91</td>
<td>0.45</td>
<td>0.53</td>
<td>1.00</td>
</tr>
<tr>
<td>Avg.</td>
<td>0.876</td>
<td>0.649</td>
<td>0.756</td>
<td>0.902</td>
</tr>
</tbody>
</table>

Note: The bold values denote the highest value per row.

### Table 6

<table>
<thead>
<tr>
<th>( Q )</th>
<th>Google</th>
<th>Merobase</th>
<th>Satsy RR</th>
<th>Satsy Ranked</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.76</td>
<td>0.66</td>
<td>0.65</td>
<td>0.49</td>
</tr>
<tr>
<td>2</td>
<td>0.82</td>
<td>0.27</td>
<td>0.74</td>
<td>1.00</td>
</tr>
<tr>
<td>3</td>
<td>0.62</td>
<td>0.48</td>
<td>0.60</td>
<td>0.38</td>
</tr>
<tr>
<td>4</td>
<td>0.97</td>
<td>0.52</td>
<td>0.80</td>
<td>1.00</td>
</tr>
<tr>
<td>5</td>
<td>0.87</td>
<td>0.82</td>
<td>0.56</td>
<td>1.00</td>
</tr>
<tr>
<td>6</td>
<td>0.65</td>
<td>0.65</td>
<td>0.89</td>
<td>0.63</td>
</tr>
<tr>
<td>7</td>
<td>0.84</td>
<td>0.35</td>
<td>0.53</td>
<td>1.00</td>
</tr>
<tr>
<td>8</td>
<td>0.87</td>
<td>0.24</td>
<td>0.38</td>
<td>0.67</td>
</tr>
<tr>
<td>Avg.</td>
<td>0.800</td>
<td>0.499</td>
<td>0.644</td>
<td>0.771</td>
</tr>
</tbody>
</table>

Note: The bold values denote the highest value per row.

### Table 7

<table>
<thead>
<tr>
<th>( Q )</th>
<th>Google</th>
<th>Merobase</th>
<th>Satsy RR</th>
<th>Satsy Ranked</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.00</td>
<td>2.33</td>
<td>2.67</td>
<td>1.00</td>
</tr>
<tr>
<td>2</td>
<td>+6.00</td>
<td>2.00</td>
<td>+6.50</td>
<td>+11.00</td>
</tr>
<tr>
<td>3</td>
<td>2.00</td>
<td>3.33</td>
<td>2.00</td>
<td>1.00</td>
</tr>
<tr>
<td>4</td>
<td>3.67</td>
<td>1.33</td>
<td>4.67</td>
<td>+6.50</td>
</tr>
<tr>
<td>5</td>
<td>6.00</td>
<td>5.00</td>
<td>2.00</td>
<td>+8.50</td>
</tr>
<tr>
<td>6</td>
<td>3.33</td>
<td>2.33</td>
<td>4.67</td>
<td>1.33</td>
</tr>
<tr>
<td>7</td>
<td>2.67</td>
<td>1.33</td>
<td>1.33</td>
<td>2.00</td>
</tr>
<tr>
<td>8</td>
<td>5.00</td>
<td>1.00</td>
<td>1.33</td>
<td>7.00</td>
</tr>
<tr>
<td>Avg.</td>
<td>4.208</td>
<td>2.333</td>
<td>2.958</td>
<td>4.792</td>
</tr>
</tbody>
</table>

Note: The bold values denote the highest value per row.

For \( P@10 \) (Table 4), the highest is Satsy Ranked with \( P@10 = 0.709 \), followed by Google at 0.675 \(^9\). Satsy RR at 0.533, and Merobase at 0.375. Further, Satsy Ranked outperforms Google for 5/8 questions, and than Merobase for 8/8 questions. The story is similar for MAP (Table 6), except in that Google is the winner overall with MAP = 0.800 versus MAP = 0.771 for Satsy Ranked.

For nDCG, Google outperforms Satsy Ranked on only 2/8 questions. Overall the average across all questions for Google is 0.876 versus 0.902 for Satsy Ranked. Satsy Ranked also outperforms Google with \( f.f.p \).

For MRR, there were many ties, notably for Q4 on which three of the four search approaches returned relevant results at rank 1 for all queries. While Google has the highest MRR value overall, Satsy RR has a higher overall value than Satsy Ranked. As shown in Table 2, Satsy Ranked puts results from bucket 4 ahead of results from buckets 1 and 2, which may have led Satsy Ranked to underperform on measures related to ranking.

In summary, it would seem that Satsy is more likely to return relevant results overall (\( P@10 \)), but Google is more likely to rank a relevant result first (MRR). When Satsy Ranked finds results, it either has a very high MAP (Table 6), Q2, Q4, Q5, Q7), or it does quite poorly. We can see this in the range of MAP values, where Satsy Ranked has a large range, (0.38, 1.00), and Google has a much smaller range (0.65, 0.97).

Looking qualitatively at the questions, Satsy experienced the most success when the task required the output to be a modification of the input, rather than computing something new. Four of the top questions for Satsy, 2, 4, 5, and 6 (Satsy RR), involve an output that is a variant on the input (e.g., capitalize a letter, remove a suffix, trim the input, type conversion). Conversely, the lowest questions, 1, 3, and 8 involve computing something new based on the input (e.g., a boolean value). The exception is task 7, which computes something new, but Satsy Ranked performs very well.

**Statistical analysis:** As the experiment has a full factorial treatment structure, to understand why differences in the means were observed, we use a 2-factor ANOVA. Considering each of the metrics, the \( F \)-ratios are significant for the search factor, the question factor, and the interaction at \( \alpha = 0.001 \), indicating that the observed differences in means are not likely due to chance and depend on the search approach, the question selected, and the combination thereof. When Satsy does better for certain tasks and with the ranking algorithm we developed, this may not always be the case.

We continue the statistical analysis on the \( P@10 \) metric since it has one of the larger overall difference in values between the top two search approaches, with Satsy Ranked at 0.709 and Google at 0.693, providing a greater chance of finding a statistical difference.

Let \( \mu_{G} \) be the average \( P@10 \) for Google, \( \mu_{RR} \) for Satsy RR, \( \mu_{SR} \) for Satsy Ranked, and \( \mu_{MB} \) for Merobase. Assuming non-normality of the data, we perform a test of means between Google and Satsy RR.

---

\(^9\) For Q8 and Google, all three queries found first the question on stackoverflow.com from which the task was generated, biasing toward Google.
using the Mann–Whitney Wilcoxon test and the null hypothesis, $H_0$: $\mu_g \geq \mu_r$, is not rejected with $p = 0.9831$. Substituting $\mu_r$ for $\mu_r$, the null hypothesis is also not rejected with $p = 0.3273$. Testing for equality of means, $H_0$: $\mu_g = \mu_r$ is rejected at $\alpha = 0.05$ with $p = 0.0355$. However, we see that Google and Satsy Ranked are statistically equal, with $H_0$: $\mu_g = \mu_r$, not being rejected as $p = 0.6545$. So, the ranking algorithm for Satsy provides an advantage, since Google is significantly different from Satsy Ranked, but not statistically different from Satsy Ranked. No difference is detected between Google and Satsy Ranked for the other metrics, either.

With no difference between Google and Satsy Ranked, we turn to Merobase and compare it to Satsy RR (its closest competitor), with the null hypothesis, $H_0$: $\mu_m \geq \mu_r$. The null hypothesis is rejected at $\alpha = 0.05$ with $p = 0.0163$. Substituting $\mu_m$ for $\mu_r$, the null hypothesis is rejected at $\alpha = 0.001$ with $p = 0.0002$. The conclusion here is that Satsy is significantly more effective at returning relevant results than Merobase. In conclusion, Satsy Ranked returns significantly more relevant results than Merobase and results at least as relevant as Google (but complementary in many cases, depending on the task).

**Sensitivity to I/O sizes:** Using input/output queries provides the opportunity to manipulate the strength of a query by adding, removing, or modifying input/output pairs. In the evaluation, the human query generators were able to specify as many input/output pairs as they wished and each used between one and four pairs. Table 9 shows the average precision based on the specification size for Satsy Ranked.

The table is separated based on whether or not a precision of 0 was used in the averages for queries that returned zero results. Overall, six queries had four input/output pairs. For those queries, the average precision is 0.636, which is the highest average relevance for all the search approaches when zeros are considered. The highest precision among the queries that returned results comes from those queries with three input/output pairs where precision is 0.857. From this, precision seems quite sensitive to the number of input/output pairs. With larger, but still modestly sized specifications, Satsy does better.

### Table 9

| $|LS| = 1$ | $|LS| = 2$ | $|LS| = 3$ | $|LS| = 4$ |
|---|---|---|---|
| With zeros | 0.344 | 0.498 | 0.536 | 0.636 |
| Count | 2 | 8 | 8 | 6 |
| No zeros | 0.344 | 0.796 | 0.857 | 0.636 |
| Count | 2 | 5 | 5 | 6 |

### Table 10

<table>
<thead>
<tr>
<th></th>
<th>Min</th>
<th>Mean</th>
<th>Median</th>
<th>Max</th>
<th>$\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Satsy RR</td>
<td>1.3</td>
<td>64.4</td>
<td>26.5</td>
<td>180.1</td>
<td>66.1</td>
</tr>
<tr>
<td>Satsy Ranked</td>
<td>0.4</td>
<td>42.8</td>
<td>29.8</td>
<td>113.8</td>
<td>43.0</td>
</tr>
</tbody>
</table>

in an average of 16.2 s with a median of 5.7 s. The average is skewed due to poor performance on Q5; Fig. 10 shows the average time to find a result for each of the questions. Several factors influence the search time, including the type and size of the specification and the size and content of the repository.

There is a weak but positive correlation between the specification size and the total search time, with Spearman’s $r = 0.21$ for Satsy Ranked. Interestingly, the data type for the query impacts the search time. Half of the queries were specified with a string output (Q2, 3, 5, 6) and half with a boolean output (Q1, 4, 7, 8). In Satsy Ranked, finding a result takes 2.5 times longer with a string output than boolean, averaging 23.8 and 9.7 s, respectively. This is likely due to a combination of factors, including how strings are represented in our encoding, and the fact that the boolean data type is native to the UFNIA theory used by the solver, whereas the String data type was implemented using uninterpreted functions.

The time to find a result also depends on the size and content of the repository. For example, the larger the repository, the more candidate snippets for a given query. Similarly, the content of the repository makes a big difference; if there is only one result, in the worst case, every candidate snippet must be checked before the winner is encountered. In the average case, half of the snippets must be checked. This is likely why the performance on Q5 was so poor; for each of the two queries that returned results with Satsy Ranked, only one result out of 2,575 snippets (Table 3) was found. Q4 and Q2 have the same number of potential snippets, but there were between 5 and 13 results for each of those queries in Satsy Ranked. While Q7 and Q8 have similar solution densities in the repository, their output data types are booleans, leading to faster solver times. Thus, the search time is dependent on when that snippet is checked. On average, it takes 21.8 ms for the SMT solver to make a decision about whether or not a snippet is a match for an input/output pair.

### 7. Discussion

Code search does not have a one-size-fits-all solution as programmers have various goals and purposes for searching for source code. For code searches with the goal of reuse and where the desired behavior can be expressed in terms of inputs and outputs, Satsy provides a compelling alternative or complement to the state-of-the-practice.

The judges of the relevance of search results are users, which is why we turned to humans to evaluate relevance. For Satsy Ranked, we observe that the average relevance is higher than that for Google, Merobase, and Satsy RR. Of course, we cannot ignore the fact that the query model necessary for Satsy is drastically different from that for Google. The user cost of changing the query model has yet to be evaluated and is left for future work. That said, the costs for evaluating Google results include clicking through to the result page and locating the code; these costs are not captured in the evaluation, either.
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7.1. Opportunities

There are opportunities with this work to impact and benefit from other applications of symbolic execution. Satsy could be adapted to take advantage of recent techniques that store path conditions from symbolic execution in a repository (Visser et al., 2012; Yang et al., 2012), though additional meta-data might be needed to support Satsy. Other symbolic execution application, such as test case generation, (e.g., Cadar et al., 2008; Tillmann and De Halleux, 2008; Visser et al., 2004), could also leverage such repositories thereby amortizing the cost of symbolic execution.

Programs that under-match a specification provide an opportunity for program synthesis approaches (e.g., Gulwani et al., 2011; Harris and Gulwani, 2011; Solar-Lezama et al., 2006) to bring programs closer to the specification. Additionally, test generation techniques that use the control flow graph could be used to create test cases that cover parts of the graph, or cover the graph in particular ways, such as using edge-pair or prime-path coverage (Ammann and Offutt, 2008). Providing these additional test cases to the user would allow them to better evaluate if a particular snippet is appropriate for their application. Alternatively, pruning the control flow graph, and thus the code, could create a minimal solution to a query.

Another opportunity comes from automated reuse, where the input/output query could be extracted from a test case and the search automatically plugs in the top-ranked code snippet. This form of automated test-driven development could be promising as the language coverage of our approach grows.

Exploring these opportunities is part of our future work.

7.2. Limitations

Our work is subject to several limitations, both in the implementation presented here and also in a more general, practical sense.

A major limitation in operating Satsy for our study was the repository size. We collected fewer than 10,000 methods (Section 5.4), and considering the sizes of the projects we scraped, these numbers seem low. We identify two reasons for this. The first is that our encoding is missing some commonly-used constructs, specifically loops, objects, and the value, null. The second reason follows from some limitations of SPF. String processing is incomplete, meaning errors are thrown on some multi-path methods that match the Satsy-supported Java grammar, and thus those methods are not encoded and stored. A second limitation comes from the use of Z3 as a prover, since we are limited by its capabilities. For instance, integer overflow is handled by its capabilities. For instance, integer overflow is handled by unsat when an integer exceeds 32-bits.

A limitation of the approach in general relates to scaling to larger, more complex pieces of code. As the number of paths in a program increases (e.g., due to loops or nested if-statements), the number of paths that need to be checked with the solver increases, impacting the search performance. This may necessitate heuristics to limit the number of paths, which would lead to an incomplete approach that could miss matches. Careful study is needed to weigh the tradeoff between the search time and the completeness of the search algorithm.

7.3. Threats to validity

The evaluation required many steps and processes and each introduces threats to validity.

Internal: When building the repository of encoded programs, we remove each code snippet from its context so the encoded programs may not be entirely representative of the actual behavior of the original full code. For example, if a method accesses a field and it has a static value defined within a class, we ignore that value and represent the field value symbolically. Addressing this threat and considering a broader scope of code snippets is part of future work.

Google, Merobase, and Satsy returned matches from separate repositories of varying sizes and content, yet we compared the relevance of the results directly. Google searches over a web-scale repository and Merobase over a very large source code repository. Allowing those search engines to return code that Satsy couldn’t support was a design choice to preserve external validity.

Questions used in the evaluation were selected if they could be represented with input/output examples, which may have favored Satsy. Yet, the questions came from StackOverflow, so Google has access to community-accepted answers. Questions were also selected if searches returned enough results (Section 5.2). This decision may have favored Satsy or Google as no questions were rejected on account of the Merobase results.

The performance of Satsy was measured on a standard laptop rather than using a large distributed computing infrastructure, as is done with the compared search approaches. Thus these measures are likely not representative of performance if adapted and deployed for public use.

The query generators were graduate students in computer science and were accustomed to writing Google queries. This may have led to higher quality queries for Google compared to Merobase and Satsy.

External: We chose to compare Satsy to Google and Merobase, under the assumption that tools such as these are used for code search in practice. Google is reported to be the most common tool used for code search (Sim et al., 2011; Stolee et al., 2014), but the actual usage of Merobase is unknown.

The selection of programming tasks may not be representative of tasks for which programmers would search for answers. To increase the potential for using representative questions, we selected questions from stackoverflow.com.

In the evaluation, we separated the query generator from the person who is evaluating the relevance of the results. In practice, these two roles are held by the same person with the same context. Here, the query generators may have interpreted the question differently than the study participants who judged the relevance. To combat this, three different query generators were assigned to each question/approach combination.

Construct: We use nDCG, f.f.p, MRR, and MAP as metrics to indicate relevance of search results. Yet, these might not capture other aspects of search, such as the cost of looking at irrelevant results or the search latency. Further study is needed to understand the cost tradeoffs between using the three search approaches.

Conclusion: The relevance of each source code snippet was judged by a Mechanical Turk participant based on a static view of the source code. Their judgment of relevance may not be reliable which is why we compute and report average relevance among the top 10 results per query.

8. Related work

To our knowledge, this is the first work to apply symbolic execution to the code search problem and to use semantic levels of matching in a ranking algorithm for search results. Our previous work introduced this approach to code search but targeted single-path programs (Stolee and Elbaum, 2012; Stolee et al., 2014). The differences between the previous work and this work were made explicit earlier in the paper.

Many code search tools have been proposed and evaluated. Several search approaches use keyword queries and rank results based on component usage or structural information (Bajracharya et al., 2006; Grechanik et al., 2010; Inoue et al., 2003; McMillan et al., 2011). Sourcerer searches open source code and exploits structural and usage information to rank results (Bajracharya et al., 2006). Portfolio uses visualization in the results to illustrate how the code is used and ranks code based on the call graphs (McMillan et al., 2011). Exemplar takes a natural-language query and uses information retrieval
and program analysis techniques to retrieve relevant applications (Grechanik et al., 2010).

More relevant to our approach are the code searches that target a specific code search sub-problem and include non-standard query models (Milne and Rowe, 2012; Sahavechapan and Claypool, 2006). XSnippet allows programmers to search over a repository for sample code related to object instantiation (Sahavechapan and Claypool, 2006). The query model exploits the type and hierarchy of the provided object and matches are based on mining code for instantiations of that object. Another approach focuses on searching for source code with specific API usage (Milne and Rowe, 2012). Queries use a partial program and an automata-based approach finds source code based on mined temporal specifications.

Other research has sought to recommend code-related web pages (Sawadsky et al., 2013) or to augment web searches with context from a programming environment (Brandt et al., 2010). Our search approach operates under a similar assumption, that programmers frequently search the web for source code, except we return source code relevant to a behavioral example.

In semantic code search, our work is most related to approaches that use theorem provers to identify relevant components (Penix and Alexander, 1999; Zaremski and Wing, 1997) and those that use test cases to execute against source code (Lemos et al., 2007; Podgurski and Pierce, 1993; Reiss, 2009). Compared to the former, our work differs in the use of a lightweight, input/output specification model rather than formal logic. Compared to the latter, our work differs in that we do not execute the code, allowing us to identify close matches by applying abstractions to the constraints (Stolee et al., 2014) or by considering code that has extra parameters (i.e., when $TS \supset TSN$, Section 3.3).

Also close to our work is program synthesis that uses solvers to derive a function that maps an input to an output (e.g., Gulwani, 2011; Gulwani et al., 2011; Harris and Gulwani, 2011; Jha et al., 2010; Singh and Solar-Lezama, 2011). The domains of applicability include string processing (Gulwani, 2011), spreadsheet table transformations (Harris and Gulwani, 2011), a domain-specific language for geometric constructions (Gulwani et al., 2011), data structure manipulations (Singh and Solar-Lezama, 2011), and loop-free bit manipulation programs (Jha et al., 2010). Some of these approaches also utilize supplementary information like the code structure to help guide the solver (Singh and Solar-Lezama, 2011). Another means for program synthesis utilizes partial programs called sketches (e.g., Raabe and Bodik, 2009; Solar-Lezama et al., 2007, 2008, 2006). These approaches typically operate over small, low-level and finite programs like bit vector manipulation (Solar-Lezama et al., 2006) and hardware circuits (Raabe and Bodik, 2009), but more recently have targeted higher-level applications such as concurrent data structures (Solar-Lezama et al., 2008) and optimizing code (Solar-Lezama et al., 2007). Recent efforts add context from a program execution using breakpoints and suggests snippets of code to integrate into a code base (Galenson et al., 2014). The key difference between program synthesis and our approach is that we use the solver to find a match against real programs that have been encoded, while these synthesis efforts must define a domain specific grammar that can be traversed exhaustively to generate a program that matches the programmers’ constraints.

9. Conclusion

We have implemented and evaluated a significant extension to a code search approach that uses input/output queries and identifies results using an SMT solver. This extension, implemented in our tool Satsy, takes advantage of symbolic execution to traverse and identify feasible paths in a multi-path method and uses that information to identify partial matches and rank search results. We have shown that Satsy returns more relevant results than Microbase and results at least as good as Google, based on the responses of 30 study participants.

We have also started to explore the execution cost of Satsy, which is clearly more expensive than existing approaches but still viable given the precision of the results.

There are multiple avenues for improving Satsy: extending the encoding to consider loops, method calls, nulls, exceptions, objects and arrays, strengthening the specification model by allowing wildcards (e.g., (E t.x.t., E) where E is any string) or regular expressions, allowing for cross-snipet matches where multiple programs could be returned if they matched different parts of the same specification, extending the size and richness of the repository, increasing the efficiency of the implementation to put it in the hands of developers, and refining the ranking algorithm based on larger data sets. We speculate that addressing these issues in future work will lead to versions of Satsy that will outperform keyword-based queries for certain kind of code search problems that can be described succinctly with an example.
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