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What do you know about AI?



   Artificial Intelligence 
Machines that mimic human cognition

Building machines that can solve 
problems and make decisions
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Pattern matching. It “learns” based on 
training data. 
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Let’s make this more 
real-world



Imagine you are a radiologist.
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This was real.



What is ChatGPT?



Start simple: A bigram language model
Let’s build a model based on counting. This is where prediction began. 

We care about predicting the next word after a single word. 

This is called a bigram.



From fairest creatures we desire increase,
That thereby beauty’s rose might never die,
But as the riper should by time decease,
His tender heir might bear his memory;
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And so on and so forth for the 
complete works of 

Shakespeare. 
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Inference
Now our model is trained. 

Let’s say we want to start writing 
likes Shakespeare!

> Thy   father and there were…



Does it work?

Bigrams are very simplistic.

They lack context. 

So, actual language models do 
more than bigrams. ChatGPT uses 
a neural network. 



What goes into the Input Layer?

ChatGPT



ChatGPTThe cat jumped 
over the…



ChatGPTThe cat jumped 
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Key Takeaway 1: 
Garbage in, Garbage out



Lots of hidden complexities and risks
Bias

Hallucinations (a.k.a. Correctness)

Privacy



Bias



Sources of bias
Training data 

Algorithmic bias (e.g., color is more important than shape in classifying fruit)

Cognitive bias (e.g., based on societal factors)



Bias is common



How can we detect bias or prevent bias?
Explicitly test for bias using datasets designed for that purpose

Train models on unbiased datasets

Reinforcement learning (use rewards and punishments in training)



Hallucinations



Hallucinations
It’s when an AI creates something 
that isn’t real. 



Tell me everything you know about orcas.
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Hallucinations
It’s when an AI creates something 
that isn’t real. 



Hallucinations
It’s when an AI creates something 
that isn’t real. 

More insidiously… 





Key Takeaway 2: 
Ask multiple times, multiple ways



ChatGPT is not a calculator
378 + 63 = 441. Let’s’ ask Gemini if it’s correct…



ChatGPT is not a calculator
378 + 63 = 441. Let’s’ ask Gemini if it’s correct…

Oops, a typo! Or, my math was wrong?



Key Takeaway 3: 
ChatGPT doesn’t “think” or “compute”



Privacy



Privacy
Everything you tell an LLM is no longer private. 

ChatGPT
Prompt

Result
Your Personal 
Information

ChatGPT 
Server



Summary

1. Garbage in, Garbage out: an AI is only as good as its 
data

2. Ask multiple times, multiple ways to detect potential 
hallucinations

3. AI doesn’t “think” or “compute”, it pattern-matches



Enough about AI…
What about my research?



Who am I?
2016 – present: Associate Professor at NC State University

2013 – 2015: Assistant Professor at Iowa State University

2008 – 2013: Graduate Student at University of Nebraska-Lincoln
M.S. in Computer Science
Ph.D. in Computer Science

2004 – 2008: Undergraduate Student at University of Nebraska-Lincoln
Major: Computer Science
Minor: Business Administration



FIND IT THINK IT CHOOSE IT
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Questions?
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